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Abstract. A 4-month deployment on Ice Station Weddell (ISW) in the western Weddell Sea
yielded over 2000 h of nearly continuous surface-level meteorological data, including eddy-
covariance measurements of the turbulent surface fluxes of momentum, and sensible and

latent heat. Those data lead to a new parameterization for the roughness length for wind
speed, z0, for snow-covered sea ice that combines three regimes: an aerodynamically smooth
regime, a high-wind saltation regime, and an intermediate regime between these two extremes
where the macroscale or ‘permanent’ roughness of the snow and ice determines z0. Roughness

lengths for temperature, zT, computed from this data set corroborate the theoretical model
that Andreas published in 1987. Roughness lengths for humidity, zQ, do not support this
model as conclusively but are all, on average, within an order of magnitude of its predictions.

Only rarely are zT and zQ equal to z0. These parameterizations have implications for models
that treat the atmosphere-ice-ocean system.

Keywords: Air–sea–ice interaction, Eddy-covariance measurements, Ice Station Weddell,

Roughness lengths, Sea Ice, Turbulent surface fluxes.

1. Introduction

Ice Station Weddell (ISW) was an ideal site for micrometeorological research.
Between February and early June 1992, ISW drifted northward in the west-
ern Weddell Sea, paralleling the track of the legendary Endurance (Gordon
and Lukin, 1992; ISW Group, 1993). As such, ISW was always at least
300 km from any land, and our surface-level micrometeorological measure-
ments were, therefore, over a very homogeneous, planar sea ice site with no
topographic complications. Because our measurements were in the austral
fall and early winter at latitudes between 66� and 72� south, the diurnal signal
in the atmospheric forcing variables was weak. As a result, the atmospheric
boundary layer was often in a quasi-steady state. We thus had a great
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opportunity to study the stable boundary layer, which is typically more
ephemeral at lower latitudes (cf. Andreas et al., 2000).

Andreas and Claffey (1995) show the drift track of Ice Station Weddell
and the duration of our measurement program. The micrometeorological
observations on ISW included eddy-covariance measurements of the
momentum, sensible and latent heat fluxes that ran almost continuously from
25 February (Julian day 56) through 29 May 1992 (day 150). From these, we
develop and test parameterizations for the roughness lengths for wind speed,
temperature, and humidity – z0, zT, and zQ, respectively. In particular, our zQ
values constitute the largest set of values yet published that have resulted
from eddy-covariance measurements over a snow-covered surface.

The z0 values exhibit three aerodynamic regimes: an aerodynamically
smooth regime, where viscosity is important in setting z0; a saltation regime,
where z0 scales with the height of the saltation layer; and an intermediate
region between these two extremes, where the fundamental roughness of the
surface sets z0. The ratios zT=z0 and zQ=z0 tend to corroborate Andreas’s
(1987) theoretical model. That is, both ratios decrease with increasing
roughness Reynolds number. Thus, rarely do zT and zQ equal z0, which is a
common assumption in many models.

2. Turbulence Measurements

Ice Station Weddell was a multidisciplinary, joint Russian–American expe-
dition. Research during the 4-month drift of the station included oceanog-
raphy, biology, sea ice physics, and meteorology. Andreas and Claffey (1995),
Andreas (1995), Makshtas et al. (1998, 1999), and Andreas et al. (2000) have
already reported some of our meteorological research on ISW.

The meteorological site on ISW featured a hut with an electronics lab and
sleeping quarters. Near this hut, we had several masts and towers that held our
near-surface meteorological instruments. Andreas et al. (2004) describe the
full suite of near-surface measurements we made on ISW. For the turbulence
analysis that is our emphasis here, we review only our eddy-covariance
measurements of the turbulent fluxes and our supporting measurements of
mean conditions, the wind speed profile, and the surface temperature.

2.1. EDDY-COVARIANCE MEASUREMENTS

The cornerstone of the main meteorological site was our 5-m tower. This was
festooned with instruments for measuring mean and turbulence quantities
4.65m above the snow surface. This tower rotated a full 360� so we could
periodically align its sensors with the mean wind for optimal exposure.
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On this main tower, we measured air temperature and dew-point (actually
frost-point) temperature with a General Eastern 1200MPS. This device
measures air temperature with a platinum resistance thermometer and dew-
point temperature with a cooled mirror. A second platinum resistance ther-
mometer just under the mirror senses the mirror’s temperature, which is the
dew-point temperature. Both sensors are in a white, aspirated radiation
shield. We measured wind speed and direction at the same height on this
tower with an R.M. Young propeller/vane (model 35003). This vane also let
us align the tower instruments visually with the mean wind.

For measuring the turbulent fluctuations in temperature (t) and in the
longitudinal (u), transverse (v), and vertical (w) components of the wind
vector, we used a three-axis K-type sonic anemometer/thermometer made by
Applied Technologies Inc. (ATI). We based the height at which we deployed
this instrument, 4.65m, on Kaimal and Finnigan’s (1994, p. 219) suggestion.
Because of its 0.15-m averaging paths, which degrade the instrument’s ability
to see eddies smaller than 2p� 0:15m, they recommend that this sonic not be
used below 4m.

One key feature of this instrument is that the three sound paths are all
orthogonal; therefore, mathematically rotating the measured wind vector
into a frame that is horizontal and aligned with the mean wind involves
simple trigonometry. Another key feature is that the three sound paths are
separated. As a result, the measurements are less prone to flow distortion
(e.g., Foken and Wichura, 1996). Finally, the remaining flow distortion
has been studied and quantified (Kaimal et al., 1990); the system has firm-
ware that corrects the output for this flow distortion in real time.

The temperature eTson that sonic anemometers measure is a hybrid; spe-
cifically, it is (e.g., Schotanus et al., 1983; Kaimal and Gaynor, 1991; Larsen
et al., 1993)eTson ¼ eTð1 þ 0:51 eQÞ; ð1Þ

where eT is the true air temperature and eQ is the specific humidity. The tildes
denote instantaneous values. That is, the ‘sonic temperature’ is close to the
virtual temperature (Bohren and Albrecht, 1998, p. 280),eTv ¼ eTð1þ 0:61 eQÞ: ð2Þ

Thus, the sonic anemometer/thermometer is an ideal instrument for directly
measuring the Obukhov length,

L ¼ �Tv

gk

u3�
wtv

: ð3Þ

Here u� is the friction velocity, ð�uwÞ1=2, where uw is the kinematic
momentum flux; Tv is the average virtual temperature; g is the acceleration of
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gravity; kð=0:40Þ is the von Kármán constant; and wtv is the turbulent
vertical flux of virtual temperature.

When we are also interested in measuring the sensible heat flux
Hs � qacpwt, where qa is the air density, cp is the specific heat of air at
constant pressure, and t is the turbulent fluctuation in actual air temperature,
we need to consider carefully how to use the sonic temperature. Andreas et al.
(1998), among others, show that

wtson ¼ wtð1 þ 0:51QÞ þ 0:51Twq: ð4Þ

Here wt is the kinematic sensible heat flux, wq is the kinematic latent heat
flux, T and Q are the average air temperature and specific humidity, and wtson
is the flux we would compute if we correlated the measured sonic temperature
fluctuations with the vertical velocity fluctuations.

When we define the Bowen ratio

Bo � qacpwt
qaLvwq

¼ wt

Dwq
; ð5Þ

where Lv is the latent heat of evaporation or sublimation, we can rewrite (4)
as

wtson ¼ wt 1þ 0:51Qþ 0:51T

DBo

� �
: ð6Þ

For Ice Station Weddell, Q was always less than 3:8 � 10�3 kg kg�1, T was
less than 273K, D � Lv=cp was roughly 2500K, and Bo was both positive
and negative and had a magnitude that was typically at least 1 (Andreas and
Cash, 1996). Consequently, for our measurements, wtson is always within at
least 5% of the true sensible heat flux wt and is only weakly biased because Bo
was negative about 40% of the time. Because random errors in wt are always
at least 10%, we henceforth use wtson as the kinematic sensible heat flux with
negligible error.

For measuring the turbulent fluctuations in water vapour density qv, we
used a Lyman-a hygrometer made by Atmospheric Instrumentation Re-
search (AIR, now part of Vaisala). This was also mounted on our main
tower, displaced horizontally about 0.25m from the w path of the sonic
anemometer. This Lyman-a is based on Buck’s (1976, 1977) design. We used
the analysis procedure that he reports (also given in the AIR manual) to
deduce qv from its measurements. Since Lyman-a hygrometers are known to
drift, during our post-experiment processing, we calibrated its output for
every hour using the recorded air temperature and dew-point temperature
from the General Eastern 1200MPS nearby on the main tower.
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2.2. TURBULENCE PROCESSING

Both our sonic anemometer/thermometer and the Lyman-a hygrometer
provided analog outputs. We digitized these and all other signals at 10Hz
and stored these series on 65-megabyte cassette tapes using a data acquisition
system made by Optim. Before being recorded, each signal passed through a
noise and anti-aliasing filter with a –3 dB point at 5Hz. During our post-
processing, we computed hourly averages of all quantities measured on the
tower. These hourly averages are what we use in our subsequent discussions.

The five turbulence variables, u, v, w, t, and qv, of course, required extra
handling. We first applied routine quality controls such as screening for and
removing spikes and dropouts.

Before computing turbulence statistics, we also evaluated the linear trend
in each hour series using the inverted Haar wavelet in the method that An-
dreas and Trevi~no (1996, 1997) developed. In this method, the decision on
whether to remove a trend relies on comparing the slope of the computed
linear trend l1 with the fundamental accuracy A of the instrument that
produced the time series. For our processing, we removed the linear trend in
any hourly series for which (see Andreas and Trevi~no, 1996, 1997)

l21D
2N N þ 1ð Þ

12

���� ���� > A2: ð7Þ

Here Dð=0:1 sÞ is our sampling interval, and Nð=36; 000Þ is the number of
points in each series. Basically, (2.7) says we detrend only when the variance
of the actual signal is greater by A2 than the variance of the detrended signal.
In other words, we cannot detect a trend that is below our measurement
accuracy.

For the u, v, w, and t series, we used 0.02m s�1, 0.02m s�1, 0.02m s�1, and
0.01 �C, respectively, for A in (7). Since the accuracy with which we can
measure qv with the Lyman-a hygrometer depends on the average water
vapour density, qv, we set A ¼ 0:01qv in (7) for the Lyman-a data.

Although we could manually rotate the tower holding our turbulence
instruments to point them into the wind, mathematically rotating the sonic
wind components into the wind frame was still necessary during post-pro-
cessing. Because the sonic measures three wind components, three rotations
are necessary (e.g., McMillen, 1988; Baldocchi et al., 1988; Finnigan et al.,
2003). To evaluate the three rotation angles, we imposed three constraints on
the true wind vector: the hourly averaged wind vector had no vertical or
transverse components (i.e., W ¼ 0 and V ¼ 0), and there was no crosswind
component of the vertical momentum flux (i.e., vw ¼ 0).

Fluxes of concentration variables – in our case, water vapour – formally
require a correction for the ‘dilution effect’ (Fairall et al., 2000) – the so-
called Webb correction. Webb et al. (1980) and, more recently, Fairall et al.
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(2000) and Fuehrer and Friehe (2002) discuss this correction and give
approximate correction equations. From these references, we can show that
the corrected latent heat flux (HLc) is related to the measured latent heat flux
(HLm; after all detrending, rotations, etc.) by

HLc ¼ HLm 1þ Maqv
Mwqa

� �
1þ qvLv

qacpT
Bo

 !
: ð8Þ

Here, Ma is the molecular weight of air, and Mw is the molecular weight of
water.

Because we made our measurements in temperatures generally well below
0 �C, the left bracketed term in (8) is essentially 1 for our dataset. In the
second bracketed term in (8), the Bowen ratio (based on HLm) for our data
was both positive and negative. The average of that second term is thus about
0.98, and individual values were more than 1–2% away from 1 only when
HLm was measured to be very near zero. Hence, we did not make the Webb
correction for any of our latent heat flux values because it was much smaller
than the original uncertainty in these values.

Finally, after we detrended, averaged, and rotated coordinates, we
screened the data manually to exclude questionable values. For example, the
coordinate rotation was not always successful and, thus, produced turbulence
quantities that seemed unrealistic. Therefore, we required of the coordinate
rotation that the angle computed to produce W ¼ 0 was small. That is, we
assumed that we had done of good job of leveling the sonic in the first place
(cf. Finnigan et al., 2003). Second, we required that the angle computed to
produce V ¼ 0 was roughly the same angle that the propeller/vane measured.
If the rotated data failed these tests, we either excluded that hour’s data from
our analysis or used the unrotated data if they looked reasonable.

2.3. WIND SPEED PROFILE

Andreas and Claffey (1995) report our measurements of near-surface wind
speed profiles on ISW and calculate the drag coefficients implied by these
measurements. Briefly, we had a thin mast with simple R.M. Young propeller
anemometers (model 27103) mounted 0.5, 1, and 2m above the snow surface.
At 4m on this mast, we had another R.M. Young propeller/vane (model
35003). We could rotate this mast and thus point the anemometers into the
wind through an undisturbed upwind sector that was about 160� wide. We
used the wind direction from the propeller/vane and assumed a cosine re-
sponse to correct the lower three anemometers for misalignment with the
mean wind. For evaluating z0 from these profiles, we excluded any profiles
for which the misalignment of the three simple propellers with the mean wind
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was greater than 20�. Andreas and Claffey explain the other constraints that
we imposed on these wind speed profiles to ensure that they were our best
near-neutral cases.

2.4. SURFACE TEMPERATURE

Because the snow surface temperature Ts is the key variable if we hope to
evaluate the bulk transfer coefficients for sensible and latent heat, we meas-
ured it several ways. Andreas et al. (2004) describe our variety of surface
temperature measurements in detail. Our primary measurement of the sur-
face temperature, and the one we rely on in evaluating the scalar roughness
lengths, was with a Barnes PRT-5 precision radiation thermometer. The
blackbody temperature that the PRT-5 measures, TBB, is related to the
components of the net longwave radiation balance of the snow surface
according to

rT 4
BB ¼ erT 4

s þ ð1� eÞQL#: ð9Þ
Here rð=5:67051� 10�8 Wm�2 K�4Þ is the Stefan–Boltzmann constant,
QL# is our ISWmeasurement of incoming longwave radiation (Andreas et al.,
in press), and TBB and Ts must both be in kelvins. For the surface emissivity
e, we use 0.99 (Warren, 1982; Dozier and Warren, 1982). That is, by rear-
ranging (2.9), we could compute Ts from the measured PRT-5 blackbody
temperature and the incoming longwave radiation. We estimate the accuracy
of these Ts values to be �0:5 �C.

3. Roughness Lengths

Numerical models of surface-atmosphere interaction need to predict the
turbulent surface fluxes of momentum (s � qauw) and sensible (Hs � qacpwt)
and latent ðHL � LvqvwÞ heat. These predictions are generally through a
bulk flux algorithm such that

s ¼ qau
2
� ¼ qaCDrU

2
r ; ð10aÞ

Hs ¼ qacpCHrUrðTs � HrÞ; ð10bÞ

HL ¼ qaLvCErUrðQs �QrÞ: ð10cÞ
Here, Ur, Hr, and Qr are average values of the wind speed, potential tem-
perature, and specific humidity at reference height r; Ts and Qs are average
surface temperature and specific humidity, this latter evaluated as the satu-
ration value at Ts; and (10a) defines the friction velocity u� that we use in the
Obukhov length (3).
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The key to the bulk flux algorithm is evaluating the drag coefficient (CDr)
and the transfer coefficients for sensible (CHr) and latent (CEr) heat appro-
priate for height r. These are related to the roughness lengths z0, zT, and zQ
according to (e.g., Garratt, 1992, p. 54f.)

CDr ¼
k2

½lnðr=z0Þ � wmðr=LÞ�
2
; ð11aÞ

CHr ¼
k2

½lnðr=z0Þ � wmðr=LÞ�½lnðr=zTÞ � whðr=LÞ�
; ð11bÞ

CEr ¼
k2

½lnðr=z0Þ � wmðr=LÞ�½lnðr=zQÞ � whðr=LÞ�
: ð11cÞ

Here, wm and wh are known corrections to the wind speed and scalar profiles
that account for stratification effects. We use the same functions that Jordan
et al. (1999) use. That is, for unstable stratification (i.e., L < 0), we use
Paulson’s (1970) functions. For stable stratification (i.e., L > 0), we use the
formulation of Holtslag and De Bruin (1988) because these functions have
the best properties in very stable stratification (Launiainen and Vihma, 1990;
Jordan et al., 1999; Andreas, 2002). We make the usual assumption that wh is
the same for both the temperature and humidity profiles.

Sometimes, equations like (11) require that a displacement height d be
subtracted from the r values to indicate the effective origin for the logarithmic
profiles (e.g., Garratt, 1992, p. 86f.). Andreas (1995), however, develops a
physically based model for flow over typical sea ice roughness elements and,
with this, computes displacements heights to be usually less than 30mm. In
our earlier ISW profile analysis, Andreas and Claffey (1995) therefore ig-
nored the displacement height, as we will here also.

Once z0, zT, and zQ are known, computing the turbulent fluxes using (10)
and (11) is straightforward. For example, we report tests of our ISW
parameterizations in Andreas et al. (in press), where we simulate ISW
exchange processes using SNTHERM, a one-dimensional mass and energy
budget model. Although models like SNTHERM have parameterizations for
these roughness lengths (Jordan et al., 1999), some are based on scanty data.
In fact, for his recent review, Andreas (2002) found only a few reliable
measurements of zQ over surfaces of snow or ice.

With our ISW measurements of s, Hs, and HL, however, we can invert
Equations (10) and (11) and thereby evaluate z0, zT, and zQ in hopes of
validating or improving parameterizations of these. The relevant equations
are

z0 ¼ r exp � kC
�1=2
Dr þ wmðr=LÞ

h in o
; ð12aÞ
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zT ¼ r exp � kC
1=2
Dr C

�1
Hr þ whðr=LÞ

h in o
; ð12bÞ

zQ ¼ r exp � kC
1=2
Dr C

�1
Er þ whðr=LÞ

h in o
: ð12cÞ

From out data, we calculate CDr, CHr, CEr, and L from (10) and (3); z0, zT,
and zQ then result in turn. The reference height r is 4.65m.

3.1. MOMENTUM ROUGHNESS

Figure 1 shows 740 estimates of z0 as a function of u�. Remember, these are
based on hourly averages and eddy-covariance measurements of u�.

We limit the z0 values in Figure 1 to hours for which u� � 0:05m s�1 and
Ur > 1m s�1 since we have less confidence in both the z0 and u� values
measured in light winds. We also eliminated hours for which z0 was com-
puted to be 0.1m or more. Such values are erroneously large. These quality
control tests eliminated only 74 h of data from the 812 h that yielded z0
values. The u� � 0:05m s�1 constraint eliminated most of these, 60 h.

These quality controls also eliminated cases from our analysis for which
the stratification was very stable or very unstable. The maximum value of r=L
(i.e., 4.65/L) for any of the z0 values in Figure 1 or for the zT and zQ values in
subsequent plots was 2.05; the minimum value was �1.56. From (12a), we
deduce that this maximum value of r=L produced a maximum stratification
correction that was roughly equal to the magnitude of kC

�1=2
Dr . In (12b) and

(12c), the maximum correction for stable stratification had only about half

Figure 1. Hourly estimates of z0 on Ice Station Weddell deduced from direct turbulence

measurements of u� and L and computations based on (12a).
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the typical magnitudes of kC
1=2
Dr C

�1
Hr and kC

1=2
Dr C

�1
Er . In unstable stratification,

the maximum wm and wh values in (3.3) were only 15–20% of the corre-

sponding kC
�1=2
Dr , kC

1=2
Dr C

�1
Hr, and kC

1=2
Dr C

�1
Er values.

In summary, in stable stratification especially, measurements of L and the
forms chosen for wm and wh chosen are crucial to the results. But our quality
controls eliminated cases of very stable stratification, where estimates of wm

and wh diverge wildly. And we have already reviewed why we believe that
Holtslag and De Bruin’s (1988) wm and wh functions are best for treating
stable stratification (Jordan et al., 1999; Andreas, 2002).

The tendency in Figure 1 is for z0 to increase with increasing u�. This
behaviour is reasonable because it has long been argued that the roughness
length of mobile surfaces subject to saltation, drifting, and blowing should
increase as the square of u� (e.g., Owen, 1964; Radok, 1968; Chamberlain,
1983). Still, at any given u� in Figure 1, the z0 values are quite scattered. Such
scatter, however, is not uncommon in z0 plots (e.g., Kitaigorodskii and
Volkov, 1965; Joffre, 1982; Bintanja and Van den Broeke, 1995) because z0 is
essentially an exponential function of the measured quantities, u� and Ur [see
(12a)].

We can use (12a) to estimate the uncertainty in individual z0 values and,
thereby, to establish the basis for the scatter. Individual eddy-covariance
measurements of the drag coefficient are typically presumed to be uncertain
by �20% (e.g., Foken and Wichura, 1996; Larsen et al., 2001). This uncer-
tainty dominates the uncertainty in (12a) because wm is a slowly varying
function of r=L. Consequently, we can approximate the uncertainty in z0
from

z0 ¼ r exp � k

C
1=2
Dr ð1 � 0:1Þ

þ wmðr=LÞ
" #( )

: ð13Þ

Using a binomial expansion and keeping only the first-order terms, we find
that z0 is uncertain by a factor of expð�0:1kC

�1=2
Dr Þ. Since z0 is typically 1mm,

CDr is roughly 1:9 � 10�3. Hence, to first order, the true z0 value can range
between 0.4 and 2.5 times the measured value. The scatter in Figure 1,
therefore, does not surprise us.

To mitigate the effects of this scatter, we must invoke the law of large
numbers. In other words, we try to collect enough data to reduce the error in
the sample mean to zero. Then, if the measurement errors are randomly
distributed, the sample mean should approach the true mean. In practice, we
simply bin average the z0 data.

Figure 2 therefore shows the 740 z0 values from Figure 1 averaged in bins
that are 0.02m s�1 wide for the lower u� values and 0.05–0.1m s�1 wide for
the higher u� values, where we have fewer data. Except for the two highest u�
bins, where we have only eight and one z0 value, all bins contain at least 20
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values and most have more than 40. To preserve the spread in the data that
Figure 1 implies, our averaging in Figure 2 is logarithmic rather than
arithmetic. That is, we summed the logarithms of the individual z0 values
rather than the values themselves to compute the averages displayed in
Figure 2.

Andreas and Claffey (1995) had earlier estimated z0 on ISW from 197 wind
speed profiles collected in near-neutral stratification. Figure 2 also shows
these profile-derived z0 values, averaged in u� bins typically 0:05m s�1 wide.

That earlier analysis of z0 values and drag coefficients (i.e., Andreas and
Claffey, 1995; Andreas, 1995) convinced us that drifting and blowing snow is
an important agent for setting the drag properties of snow-covered sea ice.
Classical arguments based on converting the kinetic energy of particles
in a saltation layer to potential energy (e.g., Owen, 1964; Radok, 1968;
Chamberlain, 1983; Pomeroy and Gray, 1990) suggest that, above a
threshold wind speed for drifting,

z0 ¼ a
u2�
g
; ð14Þ

where a is a constant typically evaluated to be between 0.01 and 0.1.
In that earlier analysis, we identified u� ¼ 0:30m s�1 as the nominal

threshold for drifting snow (cf. Bintanja, 2002). Below this threshold, the
interplay between the wind and the macroscale roughness of the snow and ice
sets the drag properties.

At still lower wind speeds, where the flow is aerodynamically smooth,
molecular processes dictate the roughness length (e.g., Tennekes and Lumley,

Figure 2. The z0 values obtained from eddy-covariance and shown in Figure 1 are averaged in
u� bins. The plot also shows bin averages of 197 z0 values that Andreas and Claffey (1995)

deduced from a profile analysis. The error bars show �2 standard deviations in the mean z0
value. The curve is Equation (19) with F ¼ 5.
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1972, p. 156ff.). Laboratory data in neutrally stratified flow confirm that the
flow speed profile in aerodynamically smooth flow obeys

UðzÞ
u�

¼ 1

k
ln

u�z

m

� �
þ B: ð15Þ

Here, z is the height above the surface, UðzÞ is the flow speed at z, m is the
kinematic viscosity of the fluid, and B is a constant.

Equations (11), however, reflect the standard form of the wind speed
profile in the atmospheric surface layer, which in neutral stratification is

UðzÞ
u�

¼ 1

k
ln

z

z0

� �
: ð16Þ

On comparing (15) and (16), we see that, in aerodynamically smooth flow,
the roughness length must be (e.g., Monin and Yaglom, 1971, p. 287)

z0 ¼ expð�kBÞðm=u�Þ: ð17Þ
With traditional values of k ¼ 0:40 and B ¼ 5:0 (Tennekes and Lumley,
1972, p. 157),

z0 ¼ 0:135ðm=u�Þ ð18Þ
in aerodynamically smooth flow.

We therefore model the roughness lengths in Figure 2 as the sum of three
processes,

z0 ¼
0:135m
u�

þ 0:035
u2�
g

F exp � u� � 0:18

0:10

� �2
" #

þ 1

( )
ðIÞ ðIIÞ ðIIIÞ

; ð19Þ

where F ¼ 5. This is like the approach that Zilitinkevich (1969; also Smith,
1988) first suggested for parameterizing the roughness length of the open
ocean except he had no Term II and his Term III derived from Charnock’s
(1955) wave argument rather than from the energetics of saltation. Fairall
et al. (1996) later based the COARE bulk flux algorithm on such a sum-
mation of roughness lengths.

Our z0 parameterization, however, has an extra term in it – Term II – to
account for the fundamental macroscale roughness of the ice and snow sur-
face. The work of Banke et al. (1980), Guest and Davidson (1991), Andreas
and Claffey (1995), and Andreas (1995) provides the rationale for this term.
All demonstrated that metre-scale roughness elements play a crucial role in
dictating the drag properties of snow-covered sea ice. We model this term as a
Gaussian: it therefore becomes negligibly small both at small u�, where the
momentum transfer is strictly by viscosity, and at large u�, where blowing and
drifting snow dominates the momentum transfer. Jordan et al. (2001) used a
formulation like (19) in our preliminary ISW simulations with SNTHERM.
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In concept, our (19) is quite similar to Raupach’s (1991) parameterization
for z0 in terrestrial saltation layers. His model also acknowledges that the
fundamental or ‘permanent’ surface roughness still influences z0 for some
range of u� values above the saltation threshold. In our parameterization, this
fundamental roughness has maximum effect for u� ¼ 0:18m s�1 and has at
least a 10% effect on z0 for all u� values between 0.03 and 0.33m s�1.

The one region in Figure 2 where the data do not agree with (19) is for the
two smallest u� bins, where the flow is aerodynamically smooth or in tran-
sition. Although Term I in (19) derives exclusively from laboratory obser-
vations in well controlled conditions that the natural atmosphere rarely
replicates, others have reported atmospheric data compatible with Term I.
That is, in measurements over the ocean in light winds, Geernaert et al.
(1988) and Bradley et al. (1991) both show that the neutral-stability drag
coefficient increases as the wind speed decreases toward zero.

These low-wind observations over the ocean, especially those of Bradley
et al. (1991) in the western tropical Pacific, were likely made in unstable
stratification. On the other hand, our low-u� data come predominantly from
stable stratification. The atmospheric boundary layer exhibits an array of
behaviours in very stable stratification (i.e., in low winds) that we do not
understand very well. It can be only intermittently turbulent, gravity waves
are often present, the boundary layer may be so thin that (11) are not strictly
accurate, and wm and wh are not well known. Coincidentally, we see the same
disparity between (19) and our measurements of z0 in our data at low u� from
SHEBA, the experiment to study the Surface Heat Budget of the Arctic
Ocean (Andreas et al., 2003, 2004). Evidently, we still have more work to do
to understand momentum transfer over snow-covered sea ice in light winds.

Equation (19) seems to be a fairly general result for snow-covered sea ice.We
report elsewhere similar analyses we have done using eddy-covariance data
collected during SHEBA (e.g., Andreas et al., 2001, 2003; Persson et al., 2002).
Andreas et al. (2004) also found (19) useful in modelling these SHEBA z0
measurements, but the F coefficient in Term II was 1 rather than 5. We
understand the need for tuning this coefficient to the data because, we presume,
this term represents the local features of the sea ice; and others have already
established that themacroscale featuresof the sea icedetermine its aerodynamic
roughness (e.g., Banke et al., 1980;Overland, 1985;Guest andDavidson, 1991).
Raupach (1991) also retained a site-specific underlying roughness in his
parameterization of the roughness length of saltating surfaces.

3.2. SCALAR ROUGHNESS

Figures 3 and 4 show plots of the roughness lengths for temperature (zT) and
humidity (zQ) nondimensionalized with z0. Such plots are common in this
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field (e.g., Garratt and Hicks, 1973; Munro, 1989; Bintanja and Van den
Broeke, 1995) because, for neutral stability (wm ¼ wh ¼ 0), (11b) and (11c)
can be written as

CsNr ¼
CDNr

1� k�1C
1=2
DNr lnðzs=z0Þ

: ð20Þ

Here CDNr is the neutral-stability drag coefficient at reference height r, CsNr is
the neutral-stability scalar transfer coefficient at r, and zs is the scalar
roughness – either zT or zQ. The advantage of (20) is that we need not

Figure 3. Ratios of temperature to momentum roughness (zT=z0) based on eddy-covariance
measurements on Ice Station Weddell, where zT comes from (12b). The horizontal axis is the
roughness Reynolds number. The curve is Andreas’s (1987) theoretical model, (22).

Figure 4. As in Figure 3 except these are ratios of humidity to momentum roughness (zQ=z0),
where zQ comes from (12c).
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evaluate zs and z0 individually: The only quantities necessary to compute
CsNr are CDNr and the ratio of the roughness lengths.

The zT and zQ data in Figures 3 and 4 had to pass our quality controls. We
eliminated some data because of the constraints we placed on z0, as discussed
in the last sub-section, since knowing CDr is necessary for finding zT and zQ
[see (12b), (12c), and (20)]. Further, to ensure good signal-to-noise ratio in
our zT calculations, we eliminated any hours for which jTs �Hrj < 0:5 �C or
jHsj < 5:0Wm�2. Likewise, for the zQ analysis, we eliminated hours for
which jQs �Qrj < 1:0 � 10�4 kg kg�1 or jHLj < 1:0Wm�2.

Despite these quality controls, the data in Figures 3 and 4 are quite
scattered. From (12b) and (12c), we can explain this scatter by estimating the
uncertainty in zT and zQ. As with CDr, typical uncertainties in eddy-covari-
ance measurements of CHr and CEr are �20% (e.g., DeCosmo et al., 1996).
Thus, as we did for z0, we can estimate the uncertainty in zT, for example, as

zT ¼ r exp � kC
1=2
Dr ð1 � 0:1Þ

CHrð1 � 0:2Þ þ whðr=LÞ
" #( )

: ð21Þ

With some first-order approximations, this suggests that zT is uncertain by a

factor of expð�0:3 kC
1=2
Dr C

�1
HrÞ. With k ¼ 0:40 and CDr � 1:9 � 10�3, as

before, and with a typical value for CHr of 1 � 10�3, we see that an indi-
vidual measurement of zT can range from about 1/200 to 200 times the true
value. Measurements of zQ would have comparable uncertainty. As with z0,
we must therefore try to collect enough data for the true behaviour of zT and
zQ to emerge in the averages.

In Figures 3 and 4, the solid curve is Andreas’s (1987) theoretical model,
which predicts

lnðzs=z0Þ ¼ b0 þ b1ðln R�Þ þ b2ðln R�Þ2; ð22Þ
where R� ¼ u�z0=m is the roughness Reynolds number. Table I gives the
polynomial coefficients in (22) when zs is either zT or zQ.

On average, the data in both Figures 3 and 4 tend to corroborate An-
dreas’s (1987) prediction. Both zT=z0 and zQ=z0 decrease with increasing R�,
and both ratios have magnitudes that agree approximately with the model’s
predictions. In particular, the zQ=z0 plot (Figure 4) is the first meaningful test
of Andreas’s (1987) model for humidity roughness. A few sporadic meas-
urements of zQ or CE over snow and ice have appeared in the literature (e.g.,
Hicks and Martin, 1972; Thorpe et al., 1973; King and Anderson, 1994); but
for his recent review, Andreas (2002) found no data sets accurate enough or
extensive enough to test the zQ predictions of (22).

Besides the scatter, Figures 3 and 4 also suffer from a statistical problem.
In both figures, z0 appears on both axes. The nondimensional values plotted
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therefore have built-in correlation. Andreas (2002) discusses this problem
and demonstrates that the shared z0 is capable of producing the decreasing
trend in zs=z0 with increasing R� seen in the data. To mitigate this problem, in
Figures 5 and 6, we plot bin-averaged values of zT and zQ alone as functions
of a bin-averaged u�, as do Bintanja and Reijmer (2001). As with the z0 plot,
the bin-averaging of the zT and zQ values here is logarithmic rather than
arithmetic. Also in Figures 5 and 6, we show semi-theoretical relations for zT
and zQ based on (19) and (22). We refer to these as semi-theoretical because

TABLE I

Values of the coefficients to use in (22) for estimating the scalar roughness lengths in three

aerodynamic regimes.

R� 	 0:135 0:135 < R� < 2:5 2:5 	 R� 	 1000

Smooth Transition Rough

Temperature (zT=z0)

b0 1.250 0.149 0.317

b1 0 )0.550 )0.565
b2 0 0 )0.183

Humidity (zQ=z0)

b0 1.610 0.351 0.396

b1 0 )0.628 )0.512
b2 0 0 )0.180

Figure 5. The zT data depicted in Figure 3 are here averaged in u� bins that are typically
0:05m s�1 wide. The error bars represent �2 standard deviations in the means of either zT or

u�. The number beside each data marker gives the number of individual values in the bin. The
curve derives from (19) and (22).
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(22) derives from a theoretical model, while (19) has a theoretical basis but is
tuned with ISW data.

The zT data in Figure 5, in particular, seem to be well represented by the
semi-theoretical model: All bin-averaged values are within two standard
deviations of the model line. The zQ data in Figure 6, on the other hand, are
less compatible with the semi-empirical model, although the bin-averaged
data are typically within an order of magnitude of the model. Our current
understanding of interfacial scalar transfer provides no suggestion as to why
Andreas’s (1987) model should be appropriate for temperature but not for
humidity. Therefore, we interpret Figure 6 as implying order-of-magnitude
agreement between the ISW zQ data and theory, but it also suggests enough
disagreement to sound the call for more measurements of humidity transfer
over snow and ice.

A reasonable interpretation of Figures 5 and 6 is that zT and zQ are
essentially constants for u� less than about 0.4m s�1, with values of
4.1� 10�5 m and 2.0� 10�5 m, respectively. These values are at odds with
Bintanja and Reijmer’s (2001) results, however. They conclude that, for
u� 	 0:30m s�1, zT ¼ zQ ¼ 2 � 10�4, the nominal value that our semi-
theoretical model predicts for 0:05 < u� < 0:12m s�1 (see Figures 5 and 6).
Bintanja and Reijmer suggest that, when u� values are above the drifting snow
threshold of 0.30m s�1, both zT and zQ increase as high powers of u�. Although
we have only a few dozen measurements of zT and zQ for u� above 0.30m s�1,
we see no evidence of such an increase for large u� in any of Figures 3–6.

4. Conclusions

We reported our analyses of over three months of eddy-covariance meas-
urement over snow-covered sea ice on Ice Station Weddell. From these, we (i)

Figure 6. As in Figure 5 except this shows bin averages of the zQ values depicted in Figure 4.
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derived a new parameterization for the momentum roughness, z0; (ii) verified
a theoretical parameterization for the roughness length for temperature, zT;
and (iii) presented the largest data set yet reported that allows evaluating the
roughness length for humidity, zQ, over snow and ice.

Our analysis of z0 suggests three regimes. Laboratory observations in
aerodynamically smooth flow suggest that z0 goes as m=u� in such conditions,
but our data tend to be biased low in this regime. In high winds, nominally
for u� above 0.30m s�1, saltation, blowing, and drifting occur, and z0 goes as
u2�=g. Between these two extremes is a region where z0 plateaus. Here z0 seems
to depend on the macroscale or ‘permanent’ roughness of the surface. We
model the contribution to z0 here as a Gaussian function centered on a u�
value of 0.18m s�1.

The zT data tend to confirm Andreas’s (1987) theoretical model for this
quantity. Though our zQ dataset is the most comprehensive yet available for
snow or ice surfaces (cf. Andreas, 2002), it is less conclusive. Average zQ
values are typically within an order of magnitude of Andreas’s (1987) model
but tend to be below it for u� values less than 0.30m s�1. Because the latent
heat flux over sea ice commonly has small magnitude and since zQ is used to
evaluate the latent heat transfer coefficient through a function that depends
logarithmically on zQ [i.e., (11c)], this discrepancy in not especially worri-
some.

Neither the zT nor the zQ data support the assumption, common in large-
scale models, that zT ¼ zQ ¼ z0. Rather, our data tend to support Andreas’s
(1987) prediction that only in aerodynamically smooth flow are zT and zQ
near z0. As the flow gets aerodynamically rougher, the data show that z0
increases over snow-covered surfaces, while zT and zQ tend to decrease.
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